
Stabilization of semiconductor surface reconstructions by configurational entropy

O. Romanyuk,1,* F. Grosse,2 A. Proessdorf,2 W. Braun,2 and H. Riechert2
1Institute of Physics, Academy of Sciences of the Czech Republic, Cukrovarnická 10, 162 00 Prague, Czech Republic

2Paul-Drude-Institut für Festkörperelektronik, Hausvogteiplatz 5-7, D-10117 Berlin, Germany
�Received 17 August 2010; published 14 September 2010�

Surface unit cells with a larger area and a reduced symmetry have a larger configurational entropy. The
entropy may even stabilize reconstructions with higher energy at finite temperatures. We study the entropy
contribution to surface reconstructions on the basis of ground-state calculations employing density-functional
theory. Specifically, the ground-state GaSb�111�A surface reconstruction has a �2�2� symmetry, but at el-
evated temperatures, we experimentally observe the �2�3�2�3�-R30° symmetry in agreement with the theo-
retical results. The findings based on the general expressions are consistent with experimental data from other
semiconductor surfaces.
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A theoretical prediction of the atomistic structure is im-
portant in different fields of science and technology. Ab initio
calculations within density-functional theory �DFT� enable
the prediction of structure and physical properties in the
ground state, i.e., the state with lowest energy at zero tem-
perature. At elevated temperature, however, entropic contri-
butions can force a system into a state with higher energy.1,2

Particularly, reconstructed crystal surfaces often exhibit
small energy differences between alternative configurations
which can be overcome by vibrational or configurational en-
tropic contributions at typical preparation temperatures. For
instance, entropic contributions have been found to play a
role in the stabilization of metal surfaces,3,4 oxide layers on
metals,5 as well as semiconductor surfaces6,7 at elevated tem-
peratures. Reconstructions on polar ZnO�001� surfaces8 were
found to be stabilized by vibrational entropy. On the other
hand, the vibrational entropic contribution was estimated to
be small for other systems.9 The configurational entropy, fo-
cus of the present paper, is usually neglected. A general un-
derstanding of entropy-driven surface structure stabilization
is therefore still lacking.

The thermodynamically stable surfaces of III-V semicon-
ductors share common substructures or motifs such as homo-
or heterodimers, trimers, and atomic vacancies, from which
the reconstructions are assembled. The rearrangement of lo-
cal motifs including changes in stoichiometry and unit-cell
shape10 is important to understand the experimentally ob-
served diffraction pattern. In particular, certain Bragg reflec-
tions may vanish due to one-dimensional disorder, such as in
the GaSb�001� �4�3� and GaAs�001� �2�4�
reconstructions.11–13 On the other hand, changes in the unit-
cell translation periodicity, implying variations in the unit-
cell size, are reflected by the number of fractional-order re-
flections along symmetrical azimuths in the diffraction
pattern.

In the present work, the specific role of the size of the
surface unit cell with respect to its configurational entropy
contribution is analyzed. Based on the atomistic structure of
the GaSb�111�A surface, we demonstrate theoretically how
the surface changes its translation symmetry from the ground
state �2�2� to the �2�3�2�3�-R30° �2�3� symmetry at el-
evated temperatures. The theoretical prediction is confirmed

experimentally under Sb-rich conditions and temperatures
typical for molecular-beam epitaxy �MBE�.

Total-energy ab initio calculations have been carried out
for various GaSb�111�A �2�2� and 2�3 phases. The va-
cancy buckling model �Fig. 1�a�� and top site trimer model
�Fig. 1�b�� were suggested for different III-V�111�A semi-
conductor surfaces based on x-ray diffraction
measurements,14 photoemission measurements,15 as well as
DFT calculations.16,17 The trimer model was proposed to ex-
ist under V-rich experimental conditions.16 The considered
III-V surface structures obey the electron counting rule18

�ECR�, i.e., the group III dangling bonds are empty and the
group V dangling bonds are filled on a surface. The ECR is
used as a guideline to build structure models with different
III/V stoichiometries.
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FIG. 1. �Color online� The GaSb�111�A ��a�–�d�� �2�2� and
��e�–�j�� 2�3 structure models. The model notation M − ijkT�L� re-
fers to the translation periodicity M for �2�2� or 2�3 unit cells.
The number of Sb top �hollow� trimers within the unit cell is i �j�.
The number of Sb atoms in the second atomic layer is given by k. T
�triangle� or L �line� optionally denote the local Sb atomic arrange-
ments in the second atomic layer. �2�2� and 2�3 unit cells are
marked by a dashed rhombus. The Sb trimer can occupy �c� the top
or �d� the hollow site. �c�–�j� cover all possible nonequivalent con-
figurations within the Sb-rich stoichiometry for �2�2� and
2�3 unit cells.
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The calculations are carried out using the ABINIT com-
puter code.19,20 The local-density approximation for the
exchange-correlation energy functional is applied. Norm-
conserving pseudopotentials21 of the Troullier-Martins type22

are used to describe the atomic species. The electronic wave
functions are expanded in a plane wave basis with a con-
verged kinetic energy cutoff of 12 Ha and a k point set
corresponding to 4�4 points per 2�3 surface Brillouin
zone.23 The surface structures are constructed using the re-
peated supercell approach with a GaSb slab thickness of nine
atomic layers, using equilibrium lattice parameters computed
for bulk GaSb. A vacuum gap thickness of 15 Å is used. The
bottom Sb layer of the slab is passivated by pseudohydro-
gens with 0.75 electronic charges. Atomic coordinates are
adjusted until the interatomic forces become smaller than
10−4 Ha /Bohr, whereby only the three bottom layers �Ga-
Sb-pseudo-H� are kept fixed. The 2�3 unit-cell size is used
in all calculations in order to use equivalent k point meshes.
The surface energy density �� is computed by the standard
approach16

��A = Etot − �nSb − nGa���Sb − nSb�GaSb
bulk , �1�

where Etot is the total energy of the system, �i the
chemical potential of species i, ni the number of atoms,
and A the unit-cell area, respectively. The Ga-rich
and Sb-rich experimental conditions correspond to the
chemical potential range −1���Sb /Hf �0, where Hf
=�Ga

bulk+�Sb
bulk−�GaSb

bulk =0.297 eV is the heat of formation and
��Sb=�Sb−�Sb

bulk.
We consider GaSb�111�A �2�2� and 2�3 structure mod-

els across the full range from Ga-rich to Sb-rich composi-
tions. The number of Sb trimers i located on top of Ga atoms
and the number of Ga vacancies v are varied within the
2�3 unit cell to cover all possible Ga/Sb stoichiometries.
Additionally, we consider structure models where the Ga site
in the second layer of the trimer model is substituted by an
Sb atom �Fig. 1�c��. The number of Sb atoms in the second
atomic layer k is changed together with other motifs. This
does not affect the fulfillment of the ECR since the charge
produced by one Ga dangling bond �3/4 electrons� equals the
charge produced by three Sb-Sb bonds and one Sb dangling
bond �3/2–3/4 electrons�. Structures with an Sb adatom on
top of a Ga layer are not taken into account because of their
high surface energy for other III-V�111�A surfaces.16 We
have calculated the total energies of the following models
with the �ivk� configurations: �030� �Ga-rich, vacancy
model�, �120�, �033�, �121�, �210�, �123�, �212�, �300�, �303�
�Sb-rich�. All structures obey the ECR and can be assembled
in a straightforward manner from the given number of struc-
tural motifs arranged within the 2�3 unit cell.

The GaSb�111�A �2�2� and Sb-rich 2�3 structure mod-
els are collected in Fig. 1. We have calculated models with
other stoichiometries but they have higher surface energies
and are therefore not included in the figure.

Depending on the local arrangement of the structure mo-
tifs, it is possible to obtain either a 2�3 or a �2�2� period-
icity with the same stoichiometry. The surface unit-cell size
therefore depends on the arrangement of the structural mo-

tifs. All possible 2�3 configurations within the Sb-rich sto-
ichiometry are collected in Figs. 1�e�–1�j�.

Figure 2 shows the surface formation energy diagram.
The vacancy buckling model �2�2�-000 �Ga-rich� and the
�2�2�-101 model �Sb-rich� are predicted to be thermody-
namically stable. The Sb-rich 2�3 structures are higher in
energy by up to 52 meV / �1�1� for zero electronic tempera-
ture. The previously suggested trimer model �2�2�-100
�Refs. 16 and 17� is energetically unfavorable for
GaSb�111�A. The hollow site trimer position is less favor-
able than the top site.

Although the zero temperature calculations predict the
GaSb�111�A �2�2� structure to be stable, we experimentally
observe a 2�3 diffraction pattern. The surface is prepared
on an on-axis, undoped GaSb�111�A substrate by MBE.
The oxide is desorbed under a constant Sb4 flux of
�1�1013 mol s−1 cm−2 at a substrate temperature of
T=470 °C measured by a noncontact thermocouple. The
sample is then cooled with 1° /s to T=300 °C. A buffer
layer is grown at a rate of 0.05 ML/s with a constant III/V
flux ratio of approximately 1:5 while the substrate tempera-
ture is ramped from 300 to 380 °C. The Sb4 overpressure on
the surface is maintained during the measurement. The azi-
muthal scan in Fig. 3�a� is obtained by rotating the substrate
around the surface normal while recording the intensity of
the reflection high-energy electron-diffraction �RHEED�
pattern.24–26 During the measurement, the chamber pressure
was 1�10−9 mbar and the electron beam energy was
20 keV.

Figure 3�a� shows the resulting azimuthal scan RHEED
pattern of the GaSb�111�A surface under Sb-rich
conditions27 at T=400 °C. The 2�3 symmetry is present.
Nevertheless, the existence of �2�2� units cannot be ruled
out since the corresponding peaks are common to both
phases. The RHEED pattern measured at T=400 °C is given

in Fig. 3�b�. The electron beam runs along the �2̄11� azimuth.
Fractional order rods lie on a 6� grid, where the rod at 3/6
�Fig. 3�b�� belongs to both the 2�3 and �2�2� phases. Thus,
this rod consists of scattering amplitudes from both �2�2�
and 2�3 domains, whereas other fractional order rods at 1/6,
2/6, 4/6, and 5/6 positions are due to 2�3 scattering ampli-
tudes only.

In Fig. 3�c�, the integrated intensity ratios between the
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FIG. 2. �Color online� Surface formation energies for different
GaSb�111�A structure models. Dashed and solid lines correspond to
the �2�2� and 2�3 reconstructions, respectively. The tilt of the
lines reflects the Ga/Sb stoichiometry.
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2�3 and the 2�3+ �2�2� fractional order reflections are
shown. The sample is heated and cooled slowly with a rate of
0.05 °C /s under Sb-rich conditions. 12-bit RHEED images
are acquired at 5 °C intervals. Integrated intensities around
diffraction maxima and the background close by are mea-
sured. The background is subtracted. The intensity ratio
changes with temperature. It confirms that the fraction of the
2�3 phase increases with temperature at the expense of the
�2�2� phase. The integrated intensities behave nearly iden-
tical during heating and cooling, showing negligible hyster-
esis. However, the given absolute value of the intensity ratio
depends on the incidence beam angle as expected and can
therefore be considered as a qualitative measure only.

Recently, InSb�111�A 2�3 and �2�2� reconstructions
were prepared by MBE.28 A structure model with six Ga
vacancies per surface unit cell was suggested based on scan-
ning tunneling microscopy observations. Our DFT calcula-
tions do not confirm this model: the surface energy is at least
150 meV / �1�1� higher than for the �2�2�-101 reconstruc-
tion.

The vibrational entropy differences between the different
structures can be ruled out as explanation since the unit cells
differ only in the arrangement but not in the number of struc-
ture motifs. Therefore the next-nearest-neighbor configura-
tion is identical for the reconstructions considered here. The
vibrational properties will therefore be very similar, which
leads to an approximately constant energy offset for all struc-
tures without affecting the configurational entropy.

Configurational entropy contributions at finite tempera-
tures, however, can explain the stability of the higher energy
2�3 structures. The concentration of a phase i in thermody-
namical equilibrium at finite temperature is ci=Zi /Z, i�S,
where Z is the partition function and S covers all possible
system states, i.e., phases. The partition function is expressed
as follows:

Z = �
i

Zi = �
i

gi exp�−
��iA

kBT
	 , �2�

where ��i is the surface energy of the ith phase with area A,
kB is the Boltzmann constant, and T is the temperature. The

sum runs over all allowed symmetry inequivalent configura-
tions within the considered cell �here 2�3 cell�.

The symmetry-dependent degeneracy factor gi accounts
for the number of symmetry equivalent structures. A general
formula for g can be derived as follows. The underlying
lattice for a crystalline surface is naturally given by
�1�1� unit cells, defined by the projection of the bulk crys-
tal structure onto the surface plane. A specific reconstruction
covers a regular array of these unit cells, where the size of
the two-dimensional Wigner-Seitz cell �reduced cell� in units
of �1�1� cells is given by the product n�m. Therefore, one
can construct n�m equivalent reconstructions from each pe-
riodic surface configuration by simple translation. An addi-
tional contribution to g stems from the point symmetry of the
surface unit cell which is less or equal than the symmetry of
the �1�1� unit cell. Therefore, the total value of gi is com-
puted using the size of the unit cell ni�mi times a factor f i,
which is determined from the two-dimensional space-group
symmetry of the unit cell,

gi = f inimi, �3�

f i = ��1�1�/�r, �4�

where ��1�1� and �r are the number of symmetry
operations29 for the ideal �1�1� and the reconstructed unit
cells, respectively. For instance, an ideal GaSb�111� �1�1�
surface would have the two-dimensional space-group num-
ber 14 �p3m1� and, consequently, the number of possible
symmetry operations were ��1�1�=6.

In Table I, gi values are listed for the GaSb�111�A
�2�2� and 2�3 reconstructions. Unit cells with both top
trimers and hollow sites �No. 3, �r=2, nimi=12� have the
lowest symmetry and the highest gi=36. Phases terminated
by trimers on top �or hollow� sites only have a higher surface
symmetry �No. 15, �r=6� and, consequently, a smaller
gi=12. The smallest factors gi=4 correspond to unit cells
with the same number of symmetry operations but smaller
cell size ��r=6, nimi=4�. A larger unit cell with lower sur-
face symmetry is therefore more likely to exist on a given
surface at elevated temperature.

The concentrations ci of the reconstruction i is plotted in
Fig. 4�a� as a funcion of the Sb chemical potential. The cu-
mulated phase fractions of �2�2� and 2�3 reconstructions
are represented by black solid lines. Under Ga-rich condi-
tions, only the �2�2�-000 structure is possible. The concen-

TABLE I. Symmetry-determined degeneracy factor gi, two-
dimensional space-group number, number of symmetry operations
�r, and energy differences ��=��101−��i �meV / �1�1�� relative
to the energy of the �2�2�-101 structure for the different structure
models. Model notations refer to notations in Fig. 1.

Model No. ��r� gi �� Model No. ��r� gi ��

�c� �2�2� 14 �6� 4 0 �f� 2�3 3 �2� 36 15

�d� �2�2� 14 �6� 4 19 �g� 2�3 3 �2� 36 18

�e� 2�3 15 �6� 12 12 �h� 2�3 3 �2� 36 22

�j� 2�3 15 �6� 12 52 �i� 2�3 3 �2� 36 34
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FIG. 3. �Color online� �a� Azimuthal scan RHEED diffraction
pattern observed on a GaSb�111�A surface and �b� RHEED pattern

measured along the �2̄11� direction at T=400 °C. The
�1�1� unit cell and the �2�2� diffraction spots are marked. The
�2�2� and the 2�3 diffraction patterns cannot be separated. �c� 2�3
to �2�2� RHEED diffraction spot intensity ratios. The RHEED
geometry presented in �b� is used for the measurements.
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tration of this phase drops dramatically for ��Sb /Hf 	−0.5
when Sb starts to adsorb on the surface. As a result, the
probability of the 2�3 phase increases.

The temperature dependence of the different phase frac-
tions at a fixed chemical potential ��Sb /Hf =−0.3 is shown
in Fig. 4�b�. Such conditions can be achieved by adjusting
the Sb flux together with the substrate temperature. The cu-
mulated fraction of 2�3 reconstructions is higher than the
one of �2�2� units at T	425 °C. Thus, the entropic con-
tribution increases the fraction of energetically less favorable
phases at elevated temperature. This agrees with the 2�3 to
2�3+ �2�2� RHEED intensity ratio measurements in Fig.
3�c�, where the ratio changes with temperature. A high Sb
flux is used during the RHEED measurements and the Sb
chemical potential varies with temperature in the proximity
of Sb-rich conditions. A fixed chemical potential such as in
Fig. 4�b� is difficult to maintain in an experiment. Neverthe-
less, since the 2�3 diffraction pattern does not disappear in
the investigated temperature interval, the chemical-potential
range can be estimated to lie in the interval
−0.3���Sb /Hf �0. Therefore, the experiment confirms that
the �2�2� phase concentration decreases with respect to the
2�3 phase as predicted in Fig. 4�b�.

When considering the energy of the reconstructed surface,
we need to take into account that the boundary between two
phases creates defects which raise the energy. In the case
considered here, the unit cells differ only in the local ar-
rangement of the motifs within the cells. The phase boundary
energy is equal to the interaction energy between neighbor-

ing cells. For instance, the 2�3-213L structure can be created
from �2�2�-101 by moving one Sb atom and Sb trimer from
a top to a hollow atomic site. By choosing one unit cell
origin from the 2�3�2�3=12 possibilities, it is possible to
match these unit cells without creating additional defects.
The interaction energy is 3 meV / �1�1� in the case of com-
bining �2�2�-101 and 2�3-213L cells, which is close to the
accuracy limit of our calculations. Thus, �2�2� and
2�3 unit cells can coexist without additional domain bound-
ary contributions at elevated temperatures.

Another example of local motif rearrangement is one-
dimensional disorder due to low interaction energies between
surface unit cells. Similar to the GaSb�001� �4�3� and
GaAs�001� �2�4� reconstructions,13 we have computed in-
teraction energies for shifts between GaSb�111�A
�2�2�-101 cells. A unit cell with a �2�2� size �Fig. 1�c�� is

shifted by one surface lattice constant along the �1̄01� and

�11̄0� directions. The computed interaction energy is
2 meV / �1�1�. This confirms the low interaction energy be-
tween structure motifs on the GaSb�111�A surface and, con-
sequently, low energetic cost to increase the system’s en-
tropy.

To test the general validity of our approach, we have re-
peated the same calculations for the GaAs�111�A surface. On
this surface, only the �2�2� pattern is experimentally
observed.30 This agrees with the computed larger energy dif-
ferences between the �2�2� and 2�3 phases that shift the
transition to a 2�3 pattern to a very high temperature.
Furthermore, the various stoichiometries of the GaAs�001�
c�4�4� structure6 are a particular case of configurational
entropic stabilization. In this case, structures with similar
surface energies differ only in their two-dimensional space-
group symmetries since all phases have the same unit-cell
area. In general, however, the phase fraction depends on both
the unit-cell area and the symmetry at nonzero temperature.

In summary, we have found and analyzed entropy-
stabilized semiconductor surface reconstructions. Ab initio
total-energy calculations carried out for the GaSb�111�A
�2�2� and 2�3 phases show that the �2�2�-101 structure
has a lower surface energy than the previously suggested
trimer model under Sb-rich experimental conditions. The
GaSb�111�A 2�3 Sb-rich phases have higher surface ener-
gies than the �2�2� phases. Nevertheless, the 2�3 phases
are stabilized by configurational entropy at elevated tempera-
tures. A general form for the degeneracy factor gi is proposed
which explains the influence of the surface unit-cell size and
the reduced symmetry on the entropy. Together with ab initio
calculations, this formalism can be used for the surface struc-
ture analysis of crystalline materials at finite temperature.
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